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Abstract

Neural Radiance Fields (NeRF) have recently revolutionized the task of 3D reconstruction and novel
view synthesis. Nevertheless, the quality of their reconstructions remains highly dependent on the good
coverage of the input images which is hardly met when casually capturing a scene with a handheld device
without careful instructions. The consequence is the multiplication of artifacts and the incapacity to
recover out-of-distribution viewpoints. On the other hand, recent large-scale generative models, namely
diffusion models (e.g. Stable Diffusion), have proven to model complex and diverse 2D priors, providing
both good data coverage and sample quality. We thus propose to lift the latter to 3D in order to perform
"neural extrapolations" of partial pre-trained NeRF scenes. To tackle this problem, we mostly investigate
three state-of-the-art approaches: Feature Fields, Score Distillation Sampling (SDS) and feature-guided
conditioning of diffusion models. Through carefully conducted experiments, we show that these methods
come with strong limitations tied to the architecture of diffusion models, the inherent biases of large-
scale training and the text-to-image cross-modality paradigm. We conclude by suggesting that stronger
geometric priors need to be provided to these "generic" models through the use of specialized probabilistic
adapters leveraging the partial reconstructions of the target scenes.
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Chapter 1

Introduction

Despite decades of research, 3D reconstruction from 2D images remains a challenging task. One of the
main difficulty resides in the unconstrained nature of the problem and the limited 2D priors that input
images, and inherently viewpoints, provide us with (e.g. fixed resolution, sparse coverage, etc). This makes
recovering both geometry and appearance arduous. Recently, Neural Radiance Fields (NeRF) [66] have
shown promising improvements by introducing a parametrization based on Implicit Neural Representations
(INR) and by using Volume Rendering as a differentiable rendering process. However, the resulting
reconstructions are still highly dependent on both the quality of the input signal and the distribution of the
training viewpoints, which hampers their wide adoption, especially with existing handheld devices.

To tackle these issues, previous approaches have been proposed. A range of works has focused
on reparameterization of either geometry (e.g. contractions [114], |6 [128]) or appearance (e.g. material
models [109]). Making use of structured priors and additional signals such as depth was shown to yield
significant improvements in scene-scale reconstructions [21), [84]. Domain-specific priors have also been
introduced, either as class-based conditioned models [31} 55], from high-dimensional feature volumes [125],
13| or through local patch-based refinement [117, [85]. Finally, a large number of heuristics and regula-
rizations have been proposed to fix canonical NeRF reconstruction artifacts (e.g. floaters) [70], [74], [90].
However, these methods all fall short of generalization.

In the 2D domain, a new generative machine learning paradigm has emerged: Diffusion Models. The
latter have shown groundbreaking semantic and conceptual capabilities. Nevertheless, their utilization
has so far mostly been confined to tezt-to-image (T2I) applications, with recent works extending them
to impressive, yet limited text-to-3d capabilities|[76l, 113], [54]. Our goal shares similarities with some of
these approaches in the sense that we investigate a common challenge: how can we lift the 2D priors of
large-scale vision models (e.g. Stable Diffusion [87], Imagen [91]) in a 3D multi-view consistent manner?
However, contrary to them, we aim at performing "neural extrapolations" (or even "hallucinations")
from an existing distribution of images representing real 3D scenes rather than sampling them directly
through their structuring conditioning signal, namely text. We insist on two assumptions which we
chose to focus on. The first is the use of large-scale pre-trained and generalist 2D text-to-
image models without expensive re-training or fine-tuning. The second is the nature of the
sought "extrapolations": we do not want to perform super-resolution upsampling and/or recover high-
frequency details but rather large baseline "extrapolations" even if it means trading off reconstruction
accuracy.

As we show in multiple experiments, this task is particularly challenging as there is a huge domain gap
between the training distribution of such models and the specific distribution of viewpoints used to train an
arbitrary NeRF scene. We unfortunately do not have a final solution to tackle this problem but provide
novel ingights on the capabilities, internal representations and intrinsic biases of large-scale diffusion
models. To do so, we explored three main directions: "perceptual" feature fields, Score Distillation
Sampling (SDS) [76] and inversion with feature-guided conditioning. We hope that the insights we
propose will help guide future successful approaches.



Chapter 2

Related works

As we experimented with many approaches to tackle our problem, we must cover a significant amount of
related work. In order to keep things concise, we leave foundational related works to chapter [3

Text-to-3d. DreamFusion [T6], Score Jacobian Chaining [113] concurrently introduced text-to-
3d object (or scene) generation from a textual prompt by distilling 2D diffusion priors through an
optimization process called Score Distillation Sampling (SDS). This technique has since then been applied
to various submodalities including vector graphics [44], textures [83] and semantically stylized text [43].
These show how powerful and generic the method is. Nevertheless, as it is a particularly ill-posed
problem, SDS requires high text guidance to converge. This results in low-frequency and highly saturated
reconstructions, missing concepts, object-centered generation and prompt bias among which the Janus
problem [76] is the most striking illustration. Several solutions have been proposed: Magic3D [54]
introduces a two-stage process to recover high-frequency details thanks to differentiable mesh optimization,
Hong et al. [40] and Armandpour et al. [3] propose to debias prompts in a 3D-aware manner, Set-
the-Scene [18] and Locally Conditioned Diffusion [75] compose multiple SDS processes, and Prolific-
Dreamer [116] and HiFA [132] enable high-fidelity sampling by introducing respectively a Variational
Score Distillation approach and a multistep annealed sampling strategy with an effective reparameteriza-
tion. Nonetheless, these models rely almost exclusively on textual inputs and often make use of textual
inversion or fine-tuning to sample from 2D images [20, 122 [79, [100]. Unfortunately, text cannot capture
the full appearance and geometrical details of the visual world and fine-tuning is prone to catastrophic
forgetting and overfitting.

Few-shot NeRFs. Generalizable NeRFs can be divided into two main categories. The first one
makes use of high-dimensional pixel-aligned feature volumes usually extracted from the training images
with a CNN encoder [125] [13] 115] or a transformer [98]. The latter are then reprojected in the target
view and aggregated either via a pooling operation [125], using a ray transformer [115, B8] or additional
filtering operations [16]. The second class builds on category-level priors that are usually derived and
learned from synthetic datasets. These class-conditioned models [I18] are usually performant, but their
success relies on the clean, yet restricted, data distribution they build on and thus fail to generalize to
real and complex scene scenarios.

Iterative approaches. Multiple works have concurrently proposed to start from a text-conditioned
generated image and progressively generate a mesh by carefully inpainting disocclusions and estimating
and filtering depth [27, 42]. Instead of building explicitly the geometry, other approaches construct
trajectories online and in an autoregressive way [82), 10]. However, being iterative, all these methods are
very sensitive to abrupt changes of distributions and thus are either restricted to specialized types of
scenes (e.g. rooms [42], more general closed environments [27], outdoor aerial scenes [I0]) or constrained
linear trajectories [27].

Local priors. Rather than building on global data priors which are expensive to collect, especially
in quality. A line of works has recently suggested injecting local priors through specialized models. These
can be either 2D (e.g. GANs [85] or Diffusion Models [120]) or 3D [117]. However, being local, these priors
cannot address more ambitious "neural extrapolations" and lack contextualization w.r.t. the content and



the structure of the scene.

Personalization. In order to close the domain gap between the learned (and inherently biased
towards the training data) priors of large-scale diffusion models, many approaches have been proposed
to specialize the latter to specific concepts and appearances. Textual Inversion [28] proposes to capture
the visual appearance and semantic of an object inside a token whose embedding is learned differentiably
given a set of reference images. However, this conditioning is bottlenecked by the low expressivity of text
and the interference due to its contextualization within the input sentence. As a consequence, further
extensions have been introduced that optimize "tail" token embeddings [32], learn multiple embeddings
across different ranges of the noise schedule [19], for the different layers of the denoising U-Net [I1I] or
both at the same time with a hypernetwork [2]. These approaches still struggle to disentangle multiple
concepts within the same images (e.g. background or other object bleeding). To this extent, Break-A-
Scene [4] introduces a mask diffusion loss and a cross-attention loss. Another ongoing debate within the
community lies between high-quality, yet expensive, fine-tuning [89] against more efficient and lightweight
approaches [103], [49].

Conditioning. In order to sample diffusion models close to a target 2D /3D domain, we can make
use of various additional signals including depth, poses, normal maps, etc. These signals can be used
to condition the sampling process explicitly via adapters or hypernetworks such as T2I-Adapter [68] or
ControlNet [129]. Another line of work extends classifier-free guidance [39] and re-formulates conditioning
as an additional guidance at each step of the sampling process which can support any arbitrary constraint
loss [5]. As shown by Liu et al. [56], this can be explained by interpreting diffusion models as Energy-based
models [51] and has been applied to various types of conditioning signals including color [29], layout [14],
faces [5] and complex editing scenarios [24].

Internal representations of diffusion models. At a high level, as diffusion models are trained
to approximate the score of a data distribution, they are highly biased towards their training data and
majority modes [92), [107]. At a finer level, it has recently been shown that the internal representations of
diffusion models capture strong semantic and appearance properties which have been leveraged to perform
tasks such as open-vocabulary segmentation [123] and semantic image correspondences [127, 101, [60] [35].
More relevant to our project, Prompt-to-Prompt [36] shows that we can use cross-attention maps to
perform prompt-guided edits while preserving the layout and appearance of the image. This approach
has been extended to perform layout-based or shape-based generation [14] 61, [72], nurse neglected
concepts [12), 119], improve compositionality [26], reduce incorrect "visual bindings" [80] and inject
additional conditioning [29]. More recently, some works have proposed to manipulate more complex
internal representations, namely self-attention maps [8, 4] or even residual feature maps [106), [24].



Chapter 3

Background

In this chapter, we start by introducing Neural Radiance Fields on which our problematization relies and
then move on to describing the foundational aspects and formalism behind diffusion models.

3.1 NeRF

Neural Radiance Fields (NeRF) [66] represent a scene as a function fp with trainable parameters 6,
mapping a 3D position x and a 3D direction d to a corresponding RGB color ¢ and scalar density o.
Images are rendered by approximating the volumetric rendering equation through quadrature. More
precisely, NeRF uses volumetric ray-marching [62] along a ray r according to

N i—1
C(r) =) Ti(1—exp(—0id))c; with Ty =exp | =Y 0,0 (3.1)
i=1 j=1

where samples are taken along the ray r with intervals §;. This differentiable formulation enables gradients
to smoothly propagate from image space to the enclosed volume of the scene and allows to learn the
appearance and geometry of complex scenes solely from posed images without the need for additional
signals. Since there has been an explosion in the volume of NeRF literature in the last few years, we
refer to the excellent surveys that have recently been published for a comprehensive review [102), 121].
In our report, we rely mostly on the two recent frameworks NerfAcc [53] and Nerfstudio [99] for our
experiments.

3.2 Diffusion models

Diffusion models were initially introduced to the field of machine learning by Sohl-Dickstein et al. [93]
and later revisited in Denoising diffusion probabilistic modeling [37]. As the field is evolving fast and
already vast, we restrict ourselves to a description of 2D diffusion models only. Images are first mapped
to a symmetric domain (namely [—1,1] or in a latent space as we will describe soon).

A forward process or diffusion process is then used to progressively turn an initial unaltered image zg
into a gaussian noise distribution zr. More precisely, given a noise schedule (5t)te[1,T} where 0 < 81 <
... < Br, this process can be defined as a fired markov chain where p(2¢|zi—1) = N (245 /1 — Bezi—1, BeI).
Interestingly, we can see from this definition that z; can be expressed directly as a function of zy by
factorizing the individual forward steps with p(z|20) = N (25 /azz0, (1 — o) I) where oy = [[i_, (1 — 5y).
By introducing 07 = (1 — ), this can be rewritten as

2t = Jouzo + orer where e, ~ N(0,1) (3.2)

The key idea behind diffusion models is to choose the noise schedule denoted equivalently by (8t):e1,7]
or (0¢)tep ) such that o7 ~ 1 and thus p(zr|z0) &~ N (zr;0,1). In other words, we progressively map
a complex data distribution to a simple tractable 2D gaussian distribution N (zr;0, 1) from which it



is easy to sample. Note that the choice of a proper noise schedule is essential to fully leverage this
framework [46], [15].

Now comes the interesting part! By conditioning on 2y, z;—1 is then tractable and follows precisely
a gaussian distribution w.r.t. z; (assuming small enough steps). Ho et al. [37] show that we can
thus approximate p(z;—1|z;) with a neural network with a set of weights 6 such that pg(zi—1]|2t) =
N (z—1; pg(xs,t), BeI) by maximizing in a variational way the FEwvidence Lower Bound (ELBO) (note
that variance can also be learned in theory but yields another ELBO). In practice, they show that the
problem can be reparameterized by learning €y instead of ug and results in the following loss:

L(0) = Epa(1.77).c0n(0.1) (W)€t — €025 )] (3.3)

In plain English, the diffusion model is trained by taking a step ¢ along the noise schedule [1, T, sampling
a random noise vector €; ~ N (0, ), mixing the initial input zo with this noise to obtain z; and predicting
the noise that was injected with a neural network €y(2;;t) conditioned on ¢t. Note that, in practice, w(t)
is usually chosen to be 1 [37]. Finally, after training, sampling can easily be performed by reversing this
markov chain using the approximate pg(z;—1|2¢) with ancestral sampling. We summarize the process in
algorithm [I]

Algorithm 1 DDPM sampling

1. zp ~ N(O, I)

2: for t=T,..., 1 do

33 a~N(OI)ift>1elsee =0

4: 21 = \/% (zt — \}% . 69(275;75)) + opey
5: end for

6: return zp

As highlighted by Luo [59], diffusion models can be interpreted as Hierarchical Variational Autoencoders
where the decoding process for each latent z; is only conditioned on the "previous" latent z;+q1. This
formulation provides a nice intuition as to how "information" flows during the decoding/denoising process.
Additionally, diffusion models are closely related to score-matching models [110], 96| since learning the
noise €y can be shown to be equivalent to learning the score function of the noisy marginal distributions:
eg(z1;t) = —oyV1ogp(z:). Song et al. [97] showed that both models can be unified by interpreting the
forward diffusion process as a Stochastic Differential Equation (SDE) and the denoising process as a
reverse SDE. This interpretation has given rise to a myriad of optimizations of the denoising process and
an ODE relaxation, both inspired from the literature on numerical solvers.

Most interesting to us is a specific variant of this ODE formulation, namely Denoising Diffusion
Implicit Models (DDIM) [94]. DDIM proposes to break the markov chain assumption during sampling
by conditionally building on an estimate of zg at each step. By removing the dependency to the joint
distribution of the diffusion trajectory, this enables a sampling strategy where some steps can be skipped
and the amount of injected noise at each step can be adjusted and, in the limit, removed:

[ovp— [ 1 /1
Zt—1 = =1 2t + ( —1—4/— = 1> . EQ(Zt;t) (34)
ay Q1 o7

This formulation has, since then, been widely adopted by the community as it allows to reduce the number
of sampling steps (usually from 1000 to only 50) without trading off too much quality. However, we would
like to draw the attention of the reader that with this deterministic strategy, errors are progressively
accumulated along sampling trajectories and its efficacy thus rely on the amount of error generated at
each step!

3.3 Guidance

As introduced in the previous paragraph, diffusion models allow to sample a given distribution in an
unconditional way. Yet, we are usually interested in sampling images given a specific signal, e.g. a text



prompt. To this extent, Dhariwal et al. [23] introduce classifier guidance. The idea can be derived
directly from Bayes rule. If we want to sample z conditioned on an arbitrary class ¢, we can simply write
p(z|c) < p(2)p(c|z)? where v can be interpreted as an inverse temperature term and is generally called
the guidance scale. By noting that in diffusion models we sample from the score of the (approximated)
probability distribution pg(z;), we can rewrite the previous equation accordingly:

V., logpg(zi|c) = V2, logpe(z1) +7 V2, log p(c|zt) (3.5)
(a) (b)

where (a) is learned by the diffusion model as presented before and (b) can be approximated by a classifier.
Unfortunately, this requires such a classifier to be trained on noisy estimates of the data. To adress this

point, classifier-free guidance (CFG) [39] proposes to treat V., log pg(c|z:) as the gradient of an implicit
po(ztc)

Ten) such that equation becomes

classifier pj™(c|z;) o

V2, logpg(zi|c) = V., logpg(zt) + v [Vz, log pe(zt|c) — V2, log pe(2t)] (3.6)

In practice, equation is implemented by training €9 conditionally on the class ¢ and an unconditional
null class/embedding () in a dropout fashion. During sampling, €p(z¢; t, ¢) can thus be replaced by ég(z; ¢, ¢)
where

€o(ze;t,c) = ep(ze3t,0) + v [eg (2151, ¢) — €p(25t,0)] (3.7)

~
guidance term

Note that classifier-free guidance requires two evaluations of the diffusion model. Furthermore, increasing
the guidance scale helps in finding modes of the data distribution. However, it comes with some costs
(on which we shall elaborate further down in this report) among which high saturation and high contrast
are common examples. To prevent the latter, Saharia et al. [91] introduces a dynamic thresholding
operation.

The classifier guidance equationsuggests a flexible extension. As highlighted by previous works [124],
50, Bl, 24], V., logpa(c|z:) can be interpreted as the gradient of an arbitrary energy function g(z;t,c),
which enables the use of various regularizations inside the diffusion process itself. g(z¢;t,¢) can be an
arbitrary image space loss [5], a loss conditioning internal feature maps of the diffusion model [24] or even
a diffusion model itself [56, 124] (by interpreting the latter as a specific Energy Based Model [51]). We
end this paragraph by writing down a more general form of guidance.

ég(ze;t,c) = €g(2;t,0) + v [eg(ze5t, ¢) — eg(2e;t,0)] + oy nyivztgi(zt;t,c) (3.8)

=1

CFG

energy-based guidance

3.4 Diffusion model architectures

In this paragraph, we briefly review existing diffusion model architectures and their specificities, especially
Latent Diffusion Models [87] on which most of the experiments presented in the next chapters are
based.

Most denoising networks share the same backbone implemented as a U-Net [88], which is composed of
several ResNet blocks [34] following a u-shape downsampling/upsampling path where the downsampling
half is often called the encoder and the upsampling one the decoder. Note that this choice can be confusing
with the VAE counterparts used in Latent Diffusion Models [87] as introduced further away. This nested
architecture permits the extraction of information at different scales and has been shown to be particularly
efficient to extract semantic concepts. As diffusion models are meant to be generative, the decoder is
usually implemented with more layers than the encoder (e.g. Stable Diffusion has 6 encoding blocks, 1
bottleneck block and 9 decoding blocks).

In order to support text-guidance, these models often make use of pre-trained text encoders, which
can be BERT [22], T5 [78] or CLIP text encoders [77]. The prompts are first tokenized, mapped to token
embeddings, contextualized thanks to the text encoder to give text embeddings and injected in multiple



blocks of the U-Net thanks to a cross-attention mechanism [108]. More formally, let [ denote the index of
a residual block in the U-Net and e the text embeddings, the features from the previous (I — 1) block first
go through the I-th residual block and yield intermediate features f (). The latter are then projected to
yield a query matrix Q) = Pg)(f(l)) while text embeddings are projected to a key matrix K = ¢§? (e)

and value VI = gbg)(e) matrix thanks to learned linear projections ¢g), gb&?,qﬁgp. This results in the

attention map:
00K
AW = Softma QUK 3.9
R (3.9)

where (A"); ; quantifies how much the (contextualized) token j attends to pixel 4 and d is the dimension
resulting from the projection operation. The output of the cross-attention layer is then AOV ) Additionally,
some Diffusion Models (e.g. Stable Diffusion) make use of an additional self-attention layer which follows
the same definition except that the text embedding e is replaced by the activated feature maps themselves.

As the diffusion framework requires to disentangle complex concepts and modes in the high-dimensional
space of images, two main architectures have emerged:

e Latent Diffusion Models (LDMs) [87] reduce the dimensionality of the input images by compressing
them thanks to a Variational autoencoder. In other words, the initial image xg is mapped to a
latent zg = £(zo) thanks to an encoder &, the diffusion process is then carried out in this lower-
dimensional space and the result is decoded thanks to a decoder D. In practice, Stable Diffusion
maps 512 x 512 x 3 images to 64 x 64 x 4 latents using a VAE that is trained using an adversarial
loss inspired from VQGANs [25] (please refer to appendix [A] for a more complete description).

e Cascaded Diffusion Models [38], among which Imagen [91] and DeepFloyd IF' [1] are examples,
split the complexity of image generation in a hierarchy by first training a diffusion model to operate
at low resolution (usually 64 x 64) followed by upsampling super-resolution models conditioned on
the result of the base model (usually 64 x 64 — 256 x 256 followed by 256 x 256 — 1024 x 1024).
As we will discuss further down in this report, these models tend to perform better at modeling the
modes of the training data because the compression is intrinsic (image size) and representations are
learned directly by the diffusion model: LDMs learn a VAE independently of the diffusion process
thus making assumptions on the nature of information within the input data!

As we shall deal with both the image space and the latent space (in the LDM sense) in the forthcoming
chapters, we lift any ambiguities by denoting by z; the signal in the space where the diffusion process
actually takes place (this can be either the image space for cascaded diffusion models[38] or the VAE
latent space for latent diffusion models[87]) and x; the corresponding representation purely in image
space. In other words, for image space diffusion z; = z; and for latent-based diffusion z; = D(z).



Chapter 4

Distilling LDM features

In this chapter, we detail our first attempt at leveraging diffusion models in the context of "neural
extrapolations". The latter was motivated by the apparent compressive power of the LDM latent space
(in our case Stable Diffusion) and a recent generalization of NeRF, namely Feature fields [48], [104]. We
start by introducing the latter, present our proposed method and explain the mechanisms behind its
failure.

4.1 Feature fields

With the success of NeRF at learning color in a volumetric sense, it was not surprising to see that
other signals could be optimized volumetrically. Feature Field Distillation [48] and Neural Feature
Fusion Fields [104] concurrently proposed to train an additional neural branch of the NeRF to predict
high-dimensional features from self-supervised 2D image feature extractors, namely CLIP-LSeg [52] and
DINO [9]. In other words, a feature vector f(x) (usually view-independent) is learned in addition to
density o(x) and color c(x,d) by using the same volume rendering formulation. This branch can
be trained jointly with RGB [48] or in a second stage using the guidance of the predicted volumetric
density [104].

As shown in both works [48] 104], this process is effective and enables both 3D segmentation and
query-based decomposition and editing. The latter was later improved by Goel et al. [30] using image
processing methods. Furthermore, by making use of patches and multiple scales, LERF [45] recently
extended the process to image-text features thus enabling pixel-aligned queries from text prompts.

4.2 Our method

We first proposed to leverage Feature Fields by distilling pixel-aligned 4-dimensional features from the
latent space of Stable Diffusion v1.4. To avoid any interference that may be due to the a priori perceptual
nature of these features, we first learned the geometry (i.e. the density field) using the RGB signal in
the input images and then used it as an "oracle" to distill LDM features. Additionally, to avoid any
information bottleneck, we propose to train a completely independent dual network i.e., not sharing the
same backbone for f, ¢ and o contrary to what has been done in previous works [104], 48]. This dual
network has the same capacity as the vanilla network NeRF MLP, namely 8 layers of size 256 with a skip
connection. We also investigated the impact of modeling a sharp density distribution (using the regularizer
introduced by Mip-NeRF 360 [6]) and making the features view-dependent (i.e., f(x,d)).

In table we present the reconstruction results using both PSNR and a perceptual metric, namely
LPIPS [131], on a subset of the LLFF dataset [65]. Each metric is computed on a validation set of
the corresponding scene. We denote as simple the feature branch with a shared 256-dimensional layer
from previous works [104) 48] and dual our dual network approach. We also compare the reconstructions
from distilled features (i.e., after decoding with D) with what we would obtain from the corresponding
ground truth features ("GT encoded/decoded" in the table); in other words, we simply encode/decode



PSNR LPIPS

fern trex  flower benchflower fern trex  flower benchflower
NeRF baseline 26.55 28.08 27.98 24.18 0.143 0.109 0.116 0.151
Distilled simple 17.78 17.21 18.09 16.08 0.590 0.548 0.577 0.659
Distilled dual 17.88 17.13 18.18 15.86 0.455 0.458 0.477 0.527

Distilled dual w. dist loss 17.85 17.07 18.19 15.82 0.456 0.461 0.478 0.529
Distilled dual w. direction 17.72  17.21 18.29 15.60 0.450 0.452 0.475 0.516

GT encoded/decoded 22.21 2329 24.69 18.57 0.131  0.109 0.158 0.219
Distilled fine-tuned 20.84 2148 22.04 18.87 0.330  0.303  0.354 0.468
GT enc/decoded fine-tuned 16.54 16.12 18.91 15.72 0.283 0.260 0.280 0.361

Table 4.1: We observe that distilling Stable Diffusion pixel-aligned features using volume rendering, either
in a feature branch relying on the same intermediate activations as RGB and density branches (simple)
or as an independent dual network (dual), yields poor overall reconstructions across several scenes from
the LLFF dataset. Fine-tuning the VAE decoder on the training set of images mitigates the effect but
hinders dramatically the generalization capabilities of the corresponding latent space as shown in the last
row.

-

(a) Ground  Truth (b) Distilled features (c) Ground truth (d) Distilled features
encode/decoded decoded features

Figure 4.1: Results of the LDM feature distillation on the LLFF dataset. Note that for the distilled
features, we only visualize the first 3 channels of the corresponding latent space.
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Figure 4.2: In this experiment, we start from the image in the top-left hand corner and proceed to a
noise/denoise operation as introduced in SDEdit [63] with increasing amount of noise from left to right.
The resulting features are then decoded with the fine-tuned decoder trained on NeRF distilled features.
Note that in this experiment, there is no NeRF or distilled features directly involved in the sampling

process!

the validation images D(E(xp)). In Fig. we visualize these results. We can clearly observe that only
low-frequency details are recovered.

Additionally, we tried to fine-tune the decoder D on a per-scene manner by rendering the training
images with our distilled features and regressing their decoded reconstructions to match their RGB
references. As shown in the last two rows of table .1} this significantly improved both the absolute
and perceptual metrics but like any fine-tuning it came at the cost of severe overfitting on the regressed
distribution, completely removing the generalization capabilities of the decoder as shown in the last
column where we run the same encode/decode operation on the validation features, this time with the
fine-tuned decoder. Worse, as the diffuser U-Net assumes the latents zg, z1, . . . , 2z to live in a homogeneous
space, fine-tuning the decoder causes the U-Net to produce (after diffusion) completely misaligned samples

as shown in Fig

4.3 "Lost in Translation"

With the primary observations of the previous paragraph, we now attempt to explain the reasons behind
the unsatisfactory phenomenon. We start by providing the key intuition: volume rendering as done
according to equation [3.1] proceeds by mixing features from different viewpoints that map to the same
location in a pixel-wise manner. However, Stable Diffusion’s VAE relies on convolutions to establish
the features that will be blended. Unfortunately, these convolutions operate on a fixed, limited and box-
sampled receptive field to produce a single feature. In other words, each feature that the encoder produces
depends on the surrounding aligned pixels in the original RGB image. This implies two things: 1. simply
applying non-translational operations (i.e., out of the domain of invariances of the CNN backbone of the
VAE) like scaling or rotations will result in different features, 2. different viewpoints result in different
neighborhood for each pixel (e.g. disocclusions) especially as the baseline becomes large between them.
Both observations cause the features to be blended during volume rendering, thus resulting in a significant
loss of information (which explains that only low-frequency details are recovered). We now proceed to
justifying these two observations with two dedicated experiments.

Non-invariance to transformations. We first show that applying simple 2D transformations in
the latent space results in flawed RGB reconstructions when feeding the corresponding transformed latent
to the decoder. Note that this is not too big of a surprise as it is deeply tied to the nature of convolutional
networks, but this experiment provides a nice sanity check. More precisely, we proceed by encoding an
original image using the encoder, performing a transformation of the corresponding latent in the latent
space, decoding it and comparing the reconstruction with the equivariant transformation in image-space.
Fig.[A-3illustrates the process and some of its results. We experiment with cropping, rotation and gaussian
smoothing. Note that in both Fig. and Tab. the results are shown for bilinear resampling after
the transformations; we experimented with hard nearest resampling too, but this resulted in even worse
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(a) Ground Truth image

(b) Decoded transformed (c) Transformed GT image
latent

gaussian smoothing

gaussian smoothing

Figure 4.3: In this experiment, we start from an image in the column (a), encode it using Stable Diffusion’s
encoder, perform a non-translational transformation in its latent space and decode it using the decoder
(b). We then compare the result with the equivariant transformation in image space (c).

. Crop Rotation Gaussian filter
Identity

x0.25 x0.5 x0.75 5° 10° 20° 45° o0=4 o0=8 oc=16

fern 22.86 19.72 2042 20.16 17.30 15.95 14.46 13.07 28.25 2540 22.41

g flower 25.37 19.43 19.89 20.45 18.29 16.66 14.94 13.25 28.93 21.74 20.18
E benchflower  20.05 17.06 17.59 18.10 16.69 15.52 14.15 12.82 25.66 24.57 25.66
playground 22.66 17.87 19.19 19.87 17.62 16.17 14.60 13.23 27.82 24.60 22.44

" fern 0.115 0.663 0.616 0.468 0.383 0.420 0.478 0.518 0.483 0.478 0.427
e flower 0.153  0.546 0.587 0.512 0.470 0.488 0.511 0.528 0.479 0.483 0.479
& benchflower 0.204 0.701 0.653 0.552 0.511 0.517 0.552 0.583 0.635 0.708 0.595
= playground 0.149  0.574 0.579 0.481 0.430 0.444 0.480 0.520 0.543 0.498 0.429

Table 4.2: Performing transformations (cropping, rotation, and gaussian filtering) in the latent space of
Stable Diffusion and comparing the decoded reconstructions with the equivariantly transformed RGB
shows that the latent space is hardly robust to geometrical transformations. Note that gaussian filtering
results yield better pixel-wise and perceptual metrics than the identity (RGB ground truth vs. D(E(xp)))
as we compare against the transformed (and thus gaussian filtered) RGB image.
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Figure 4.4: Average Normalized Cross Correlations (NCC) for matched patches in RGB (a) and latent
space (b) as a function of distance (first row) and angle (second row) for the trez scene of the LLFF
dataset.

results. Interestingly, the artifacts in the reconstruction that we obtain are consistent with the renderings
that we showed in Fig. in the previous paragraph. This suggests that this is the very same precise
phenomenon that is causing the partial failure of our distillation process.

Local patch matching. We hypothesize that due to both the adversarial training procedure inspired
from VQGAN [25] and the convolutional nature of Stable Diffusion’s VAE, the latter encodes information
directly in the spatial layout of the resulting latent feature maps to maximize "perceptual compression”.
To validate this hypothesis, we propose a simple experiment. We start from a scene of the LLFF
dataset [65]. We select a "reference" image e.g. "most in the middle" (which is arguably reasonable
for the LLFF dataset as the distribution of images is well-behaved), find, match and filter features with
all the other images of the dataset in a pair-wise manner. We extract patches for each match in both
RGB space and the latent space (with equivariant patch sizes for the comparison to make sense) and we
compute the average (with variance) Normalized Cross Correlation (NCC) of these patches as a function
of either the distance or the angle with the reference image. Fig. shows our results on the {rex scene
of the LLFF dataset. In the original RGB space, we can observe an overall decreasing trend in the
correlations between patches as angle and distance vary. On the other hand, the latent space shows
rather decorrelated latents no matter which views we compare.

4.4 Further comments and discussions

The experiments in the previous paragraph not only confirm our initial intuitions but also shed light on
the more general limitations of feature distillation within NeRFs. The two key takeaways are:

1. to know how the features we wish to distill are "built": both structurally, e.g. resulting from a CNN
backbone, and implicitly, e.g. trained in an adversarial way to compress perceptual information.

2. what the target application is: for segmentation, only hard volumetric boundaries may be sought
and thus "smoothed" features may still do the job. However, in our case, for visual reconstruction,
it is essential to recover all aspects of the encoded signals which is unfortunately lost in the blending.

At this stage, our conclusions may also be arguable in two ways:

1. Why cannot we just learn view-dependent features to address the problem? As shown in Tab. [4.1]
despite slightly improving the results, this is insufficient to fully address the problem as it is not
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only related to the viewing direction but also the box-sampling operation of the image formation
process. A discretized frustrum-dependent parameterization could be an interesting approach, of
which LERF’s [45] scale parameterization might be the closest existing analog we can think of. Yet,
it is not clear how this could be achieved practically (especially for the specific case of the box-
sampling step of the pixel image formation process) and, first and foremost, introducing additional
parameters might just lead to overfitting the input images without any chance of generalizing to
new viewpoints.

. IBRNet [115] and pizelNeRF [125] both rely on frustrum-aligned CNN features that are merged
across views in a non-translational manner. Yet, it seems to actually help in providing the NeRF
backbone with additional information. In their case, it is essential to note that the features are
trained in a completely end-to-end manner. More precisely, these features are trained jointly with
the pooling operation: multi-view consistency is thus inherently embedded in their construction!
On the contrary, we tried to build on pre-existing features trained to pseudo-maximize the amount
of visual information in a purely independent and 2d manner.
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Chapter 5

Score Distillation Sampling

The initial and core motivations behind our experiment to distill VAE-like features in a volumetric way
were:

1. Stable Diffusion was the only true model whose weights were available at the start of the project.
Since then, non-LDM models like DeepFloyd IF have been released.

2. Being a latent diffusion model, we needed a way to leverage its denoising power in a multi-view
consistent way. More concretely, this would have enabled us to sample new out-of-distribution
views, which could have been refined by injecting the powerful priors of such models thanks to a
partial noise/denoise operation as introduced in SDEdit [63].

Unfortunately, as we presented in the previous section, this was hardly tractable due to the intrinsic
(convolutional) and "frozen" nature of the investigated features. We then turned ourselves to a more
implicit form of distillation, namely Score Distillation Sampling (SDS) [76]. To this extent, we first start
by reviewing the latter and then highlight the limitations that we discovered through carefully conducted
experiments.

5.1 Background

Score Distillation Sampling (SDS) was recently introduced by DreamFusion [76] and Score Jacobian
Chaining [113] for the task of text-to-3d generation. As its name suggests, it proposes to distill within
a differentiable renderer (e.g. a NeRF) the 2D priors of a pre-trained conditional diffusion model by
leveraging the denoising score matching objective introduced in equation [3.3]

To do so, SDS builds on the following assumption: the probability of rendering a 3D model or scene
is proportional to the expected probability of this object sampled at different viewpoints through a text-
conditioned diffusion model. We can already see in this formulation that this will raise two main problems.
The first will directly affect the task of text-to-3D generation because, by the same equation [3.3], large-
scale 2D diffusion models are estimators of the probability distributions they are trained on and not all
angles of the same object are equally represented in the training data. In other words, they are biased
towards majority modes and categories and as a consequence, the model will try to reproduce them more
predominantly when sampling arbitrary viewpoints. This gives rise to the Janus problem whereby models
optimized with SDS show several faces. The second builds on the first one by noting that to leverage
SDS for "neural extrapolations", we will need to bring the distribution of the diffusion model close to the
one of the scene we are initially provided with!

Formally, let g4 : £ — 2o an arbitrary differentiable renderer that maps rendering parameters & (e.g.
camera pose) to a rendering xp = g4(&). SDS proceeds by taking noisy estimates of these renderings
through the forward noising markov chain z; = \/axg + oy and differentiating the loss in equation
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Figure 5.1: We apply SDS to our previously distilled scenes (cf. chapter {)). From left to right, we display
the initial pre-trained scene (decoded with the VAE) and the progressively optimized versions of it. The
prompts we used were, from top to bottom: "a DSLR photo of a flower in a garden", "a DSLR photo of

a wooden house with a garden, outdoor", "a DSLR photo of a playground, outdoor, sunny".

w.r.t. the parameters of the renderer this time:

Oeg(xy;t)  Og
VoL = Eoy(u),ecmnon |w(t) (o(@rt) —699@(4) %
—

el
Noise Residual — Y~ v~
U-Net Renderer:

(5.1)

The next "trick" behind SDS is to drop the gradient of the U-Net in the expression above. In the original
paper, Poole et al. [76] argue that this is motivated by the expensive nature of such a computation.
However, a more valid argument may be that such a gradient is very "noisy" and would cause the
supervision signal to be hardly reliable. This yields the now famous SDS loss:

dg
VoLsps = Epi(1,1)),ec~N(0,1) |W(E)(€0(T151) — 615)87(;ﬁ (5.2)

For the reason mentioned above, the problem is strongly under-constrained! We can already guess
that the regression signal in equation [5.2]is very brittle: we learn the scene parameter by sampling an
arbitrary time-step, predicting the noise from a noisy estimate of our scene and we backpropagate with
SGD. Yes, that is a combination of low-information and hardly robust signals! Furthermore, to that, we
must add the conflicts induced by sampling different viewpoints with the inherent bias of the diffusion
model that would tend to align the views of an object to their most common ones in the training data.
Therefore, Score Distillation requires a particularly high text guidance usually of the order 100 for a
3D differentiable renderer like NeRF which is more that one order of magnitude higher than its usual
value during sampling (between 2.5 and 7.5). As shown theoretically by Poole et al. [76], the SDS loss
can be seen as the reverse KL-divergence of the differential renderer w.r.t. the learned score function
of the diffusion model. This means that SDS proceeds in a mode-seeking way and explains partially (or
intuitively) why at high guidance, high-frequency details are lost, prompt ambiguities are unresolved (e.g.
some concepts of the prompt are not recovered) and colors diverge towards high saturation.

5.2 First experiments

Score Distillation inside Feature Fields. To highlight some of the issues we just mentioned, we
start by running score distillation in our distilled scenes. Note that as we make use of a Latent Diffusion
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(b) with augmentations

Figure 5.2: With DeepFloyd IF, using random augmentations is primordial to find consistent modes of
the data, even at very high guidance. In both cases, we used the prompt "a picture of an astronaut riding
a horse".

Model, we perform SDS directly in the VAE latent space. This is the approach recently chosen by Latent-
NeRF [64]. As we highlighted in the previous chapter this means that we will suffer from the very same
feature smoothing but this will give us some intuitions of the main challenges that there is to tackle.
As Score Distillation relies fundamentally on text guidance, we manually forge a prompt describing each
scene (see the caption of Fig. . We first observed that optimizing the density (in addition to the VAE
features) resulted in complete collapse during optimization and thus we show in Fig. results where
only the latent feature field was optimized. As can be observed, the scenes progressively converge towards
a high saturated mode. Nomnetheless, the resulting colors seem consistent with the semantic of the objects
they are representing.

5.3 Exploring the parameter space of SDS

We then proceed to an exploration of the parameter space of SDS by introducing a 2D toy renderer.
Instead of using a NeRF as the differentiable renderer in equation [5.2] we simply train a 2D grid of pixels
constrained to stay within [0, 1] by a clipping operation. This very simple setup allows us to precisely
isolate the impact of each parameter in the image formation process as we present and explain below. Note
that initially, all the experiments given below were conducted with Stable Diffusion v2.1 as DeepFloyd
IF was released in the last weeks of the project. For the results with DeepFloyd IF, we used the largest
model available namely DeepFloyd/IF-I-XL-v1.0 available on Hugging Face and only focused on the first
64 x 64 stage of this cascaded model. In all experiments (except when specified), we used a 128 x 128
renderer and proceeded to random augmentations in the form of arbitrary rotations between [—30°, 30°]
and scaling between [0.6,1.2].

¢ Random augmentations: DreamFusion [76] emphasized the importance of random augmentations.
The first one was, of course, random camera sampling to avoid overfitting to a specific viewpoint.
Yet, perhaps more importantly, they showed how crucial using a shading model with random light
sampling was to fully recover both fine and multi-view consistent details. In our 2D example,
we observe that introducing the random augmentations listed above is also essential to the image
optimization process as shown for different guidance weights in Fig.[5.2] As pointed out by Vector-
Fusion [44], this is essentially connected to the absence of a proper initialization. We indeed observed
that using a seeding image helps the process converge towards a counsistent final rendering.

e Guidance: Even for the simpler and better-conditioned scenario of a 2D renderer, we observe that
in order to find modes of the data, it is particularly essential to use high text guidance. Fig. [5.3|
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https://huggingface.co/DeepFloyd/IF-I-XL-v1.0
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(a) "a picture of a goat playing the drums"

y=90 y =100

(b) "a DSLR photo of a frog wearing a sweater"

Figure 5.3: Using high guidance is essential to reach consistent and sought modes of the data but even
so0, some concepts tend to be lost or confused due to the heavily mode-seeking behavior of SDS (see the
ambiguity with the sweater around v = 30 in (b))

v =10.0 v =25.0 v =50.0 v =175.0 ~v = 100.0 v = 150.0
Figure 5.4: Trying to perform SDS with Stable Diffusion by differentiably optimizing an image in RGB
space, thus requiring backpropagation through the VAE encoder, requires extremely high guidance for

convergence and is prone to various artifacts.
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y=80 y=90 =100

(a) "a picture of an astronaut riding a horse" with random augmentations

y=10 y=20 y=30 y=40 y=50 y =60 y=170 y =280 y=90 y =100

y=10 y=20 y=30 y=40 y=50 y =60 y=70 y =280 y=90 y=100

(d) "a DSLR photo of a frog wearing a sweater" without random augmentations

Figure 5.5: Performing SDS directly in the latent space of Stable Diffusion alleviates most of the issues
highlighted in Fig. [5.41 However, as the latent space is not robust to transformations, using random
augmentations results in over-smoothing as shown in (a, ¢) compared to (b, d).
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Figure 5.6: Similarity trajectories of the conditional /unconditional noise estimates and the guidance term
during DDIM sampling (100 steps) for different guidance scales. The generated images are shown above
each plot.

shows that at very low guidance, SDS does not converge to valid modes of the data. As it increases,
the overall shape becomes distinguishable and using higher levels allows us to recover finer details.
As discussed below, this is also highly dependent on the choice of parameterization and the diffusion
model used to perform distillation.

e Parameterization: When using Stable Diffusion, we compare two different approaches. The first,
rather naive, one consists in parameterizing the renderer as an RGB image that we then feed to
the VAE encoder. As shown on Fig. , the addition of an intermediate network (the encoder)
introduces strong instabilities. This has two main consequences: 1. the problem becomes even more
unconstrained, requiring higher guidance to converge and thus producing very high saturation, 2. it
comes with severe artifacts that are closely related to the representations 2D CNNs have been shown
to exhibit [7I]. These two observations strongly corroborates the previously mentioned argument
that the Jacobian of large neural networks (in this case the VAE) are often very noisy. On the other
hand, parameterizing the renderer in the latent space directly makes the optimization more stable as
shown in Fig. This might explain the choices of Latent-NeRF [64] to train a NeRF in the latent
space of Stable Diffusion and to use of a linear approximation of the latent-to-RGB mapping (way
better-conditioned than the large decoder!). However as we highlighted in the previous chapter,
latent features are not robust to non-translational transformations and using random augmentations
as proposed above causes over-smoothing (see the difference in Fig. |5.5)).

5.4 Digging further

Having explored the many parameters of score distillation on a toy 2D renderer example, we now seek to
explain some of the observed phenomena.

We start by investigating the effect of the guidance term in equation [3.7} Inspired by the methodology
proposed by EDICT [112], we show in Fig. how the unconditional noise estimate, the conditional noise
estimate and the corresponding guidance term evolve as a function of t. Note that the plot is to be read
from right to left (to stay consistent with the zp, ..., zp notation) when doing sampling since we start
from a noise vector zp and progressively denoise it towards Zp. More precisely, we perform standard
text-guided generation using DDIM sampling and record the cosine similarities between each term and
its previous value at each time step t € [1,7T] (in Fig. we use T' = 100 steps). This provides us with
a visualization of the "smoothness" of sampling trajectories. Interestingly, these plots show that even
at low guidance scales, the classifier-free guidance term is very noisy across the denoising schedule and
the phenomenon gets worse as we increase the strength. As highlighted in the seminal publication [39],
this term is only a "pseudo-gradient" derived by analogy to classifier guidance but doesn’t inherit the

20



0 20 40 60 80 100 0 20 40 60 80 100
t t t t

(a) y=5.0 (b) v =10.0 (¢c) v=25.0 (d) v =50.0

Figure 5.7: Point-wise trajectories within the latent space of Stable Diffusion for different guidance scales.
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Figure 5.8: Pixel trajectories in RGB space of Stable Diffusion for different guidance scales (mapping to
the same point in the latent space as shown in Fig. . The corresponding generated images are shown
on top.

smooth properties of "a gradient-based adversarial attack on an image classifier". Consequently, pushing
its value particularly high as required by the unconstrained nature of the SDS scenario will unavoidably
introduce additional instabilities and large steps in pixel-space. This causes not only high saturation (as
we discuss below) at the pixel level but also concept forgetting as only the most prominent direction(s)
can be selected due to the "noisy" guidance signal.

We elaborate on this last observation by showing that due to the large variations introduced by the
irregular classifier-free guidance term at every step, image-space pixels are progressively steered towards
the boundary of their domain of definition, namely [0, 1]. To do so, we follow standard DDIM sampling
(again with 7" = 100) and we record point-wise trajectories in the latent space of Stable Diffusion and plot
the 4 channels at different guidance scale in Fig.[5.7 First, we can see that increasing guidance makes the
trajectories fluctuate over larger ranges of values which meets the result of our previous experiment. More
interestingly, we map these trajectories to their corresponding ones in RGB space. As Stable Diffusion
upsamples one point in its latent space to 8 x 8 = 64 pixels, we arbitrarily sample a subset of these pixels
and show their trajectories in RGB space in Fig. [5.8] This time, we can see that at high guidance, pixel
channel values tend to collapse in degenerate configurations at the boundary of their output domain,
namely 0 and 1. Despite resulting from sampling and not SDS, this experiment provides the intuition
behind the highly saturated and contrasted results of Score Distillation. Furthermore, this phenomenon
is very likely to be exacerbated by the non-bijective nature between the space where diffusion operates
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and the final output image (pixels are clipped to [—1, 1] and remapped to [0, 1] following the sampling
process). Note that a theoretical solution to this problem has recently been proposed under the name of
Reflected Diffusion Models |57].

As Score Distillation is an optimization process, we investigated the use of several regularizers to
mitigate the saturation effects: a hue regularizer, a saturation regularizer and differentiable histogram
matching. Unfortunately, none of them turned out to be effective against the observed color drift.
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Chapter 6

Inversion and conditioning

As highlighted in the previous chapter, by the time we completed the experiments described above, Score
Distillation Sampling appeared too noisy and thus hardly reliable for the task of robust 3D "neural
extrapolations" within a NeRF. Inspired by the recent success of multiple techniques to customize and
edit images generated with diffusion models, we decided to shift to a more "direct" approach rather than
the highly unstable optimization process of SDS.

More concretely, Instruct-NeRF2NeRF [33] recently shown that using an instruction-based image-to-
image diffusion model, namely InstructPiz2Piz [7|, to sample variations of 2D views from a pre-trained
NeRF and using these alternative renderings to refine the NeRF, we could produce multi-view consistent
edits of 3D volumetric scenes. We thus hypothesized that if we managed to leverage a large-scale diffusion
models to sample novel views relatively close to our scene distribution, we could iteratively inject them as
new training views in a progressive refinement manner. However, the crux of the matter resided in closing
the domain gap between our scene and the priors of such models. To do so, we investigated
three main approaches which we describe thereafter, namely Textual Inversion, DDIM inversion and
feature-guided conditioning.

6.1 Textual Inversion

Textual Inversion [28] (TI) aims at customizing text-conditional generation without fine-tuning the
diffusion model itself. To do so, it builds on the fact that, for text-conditional models, the conditioning
signal cin equationis usually computed by tokenizing a text prompt y in a sequence of tokens t1,. .., %,
and mapping each token to a corresponding token embedding emb(t1), ... emb(t,) € R% where d; is the
token embedding dimension. These embeddings are then concatenated as X = [emb(t1),...,emb(t,)]
and fed to a text-encoder 7 (X) which contextualizes each token embedding into a text embedding so that
the final conditioning matrix is given by ¢ = T(X) = [e1, ..., ep] where e1,...,e, € R% are the resulting
text embeddings and d, their dimension. Given a specific object, T1 proposes to initialize a new arbitrary
token < S, > (usually using a token embedding semantically close to it) and to learn its weights using
equation applied to a set of reference images and by sampling (with random text augmentations)
sentences of the form "a picture of a < S, >. This provides an efficient and lightweight solution but
comes with several limitations which we investigate next.

The first challenge is to be able to disentangle an object from its environment. In real scenes, individual
objects lie on a support and are surrounded by an environment that may change (more or less) from
one viewing angle to another. One option to disentangle objects as proposed concurrently by Break-a-
scene [4] might be to extract robust enough masks and to learn a token embedding as described above
on purely extracted objects. However, for the purpose of our "neural extrapolations" and in light of the
inherent contextualization of the objects in the scene that we are trying to refine, we argue that it might
be necessary, if not essential, to learn a pseudo-contextualized token embedding of the object. To do
so, we propose to extract (through a set of cropping/resizing operations) a subset of images depicting
purely the object and an additional set of images of its close surroundings. We then learn two token
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(b) bouquet scene

Figure 6.1: Progressive results of our proposed disentangled Tezrtual Inversion on the foxr and bouquet
scenes. For each scene, the upper row (resp. lower row) was obtained with DDIM sampling and the
prompt "a picture of a [room/scene] < S >" (vesp. "a picture of < S > in a [room/scene] < S° >").
From left to right, we show the progressive stages of the optimization.

embeddings < S¢ > and < S? > representing respectively the target object and its direct surroundings.
The second token < S? > can be thought of as an absorbing token to disentangle the scene from the
relevant concept. We optimize both in a dropout fashion by randomly sampling pictures of the object with
sentences (with random augmentations) of the form "a picture of < S? > in a [room/scene] < S? >" and
cropped out images with prompts of the form "a picture of a froom/scene] < S? >". The rest follows the
methodology and parameters introduced by TI [28], and we build our implementation on Stable Diffusion
v2.1. Figshows the result of this procedure on the fox scene of Instant-NGP [69] and the bouquet scene
of LERF' [45] where the displayed images are re-sampled from scratch with the optimized tokens. As can
be seen between the upper row and the lower row, our method manages to (partially) extract the object
from its background while also capturing parts of its surroundings within the absorbing token.

Unfortunately, as the bouquet scene highlights, it becomes particularly challenging to extract embed-
dings when the object is covered in a 360 degree manner as multiple views tend to conflict with the

(a) Training samples from the teddybear scene (b) Results of our disentangled textual
inversion

Figure 6.2: Performing textual inversion on a complex 360 distribution of views of a single, yet isolated,
object results in intra-entanglement as conflicting views "merge" multiple parts of the learned concept.
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Figure 6.3: Sampled views using our view-dependent Teztual Inversion introduced in equation on the
teddybear scene with m = 6 bins and k = 3 interpolated neighbors

concept that we seek to learn. In other words, as we show with an additional example in Fig. where
we use the teddybear scene from the Co3D dataset [8I], trying to embed the representation of a single
object within a single token embedding produces "merging" artifacts. For example, the back of the head
is shown in a front-facing manner or four legs are generated. To address this, we draw inspiration from
Multiresolution Textual Inversion [19] and learn view-dependent tokens. The latter proposes to learn
tokens as a function of a subset of the noise schedule. In other words, instead of sampling t € [1,7]
in equation they optimize a specialized token < S,(tfixeq) > by sampling ¢ € [1,tfixeq]. Note that
we give a very simplified description of the more exhaustive parameterizations they introduce. We push
this approach further and propose to optimize a text embedding conditioned on the azimuthal angle
around an object for a 360-degree scene. To make this approach tractable, we propose to learn m token
embeddings < S.(01) >,..., < S«(0,,) > for evenly distributed angles 61, ...,0,,. To learn a continuous
embedding < S.(0) > at any angle 0, we propose to interpolate these binned embeddings using knn
nearest neighbors and weight their embeddings by a renormalized inverse angular distance weighting. In
other words,

1/16; — 6|
> jeknn(o) 1/16; = 0

emb(< S.(0) >) = Y a;-emb(< S.(6;) >) where a; =
i€knn(0)

(6.1)

We experimented with many values for m and the number of nearest neighbors and settled on m = 6
and knn = 3 for the results shown in Fig. Note that similarly to NeTI [2], we could have also
optimized a small hypernetwork conditioned on the azimuthal angle. This simple experiment provides
us with multiple insights. First, despite sampling (and binning) uniformly images around the object,
not all angles are equally reconstructed. More specifically, only the front-facing points of views seem to
fully recover the actual appearance of the teddy bear. Additionally, side-facing samples hardly match the
angles they should be representing. Both observations hint at the potential bias in the representational
landscape of the diffusion model. Put differently, Stable Diffusion was very likely exposed to many front-
facing pictures of teddy bears at training time and thus, there exists a large (in terms of volume) and
relatively well-behaved weight landscape that gradients can navigate through when performing TI. On
the other hand, the rest of the angles are far from the actual data distribution modeled by the network,
and we thus navigate through multiple adjacent low-capacity and noisy modes, which would explain the
cartoon style around 7. Note that, with this in mind, it would be interesting to investigate the properties
of the optimized latents because recent works [4} 2] have shown that TI tends to overfit and produce non-
compliant CLIP token embeddings and have thus suggested either explicit or implicit regularization (e.g,
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(a) Original image (b) Low-low inversion (c¢) Low-high inversion (d) High-high inversion

Figure 6.4: We investigate the effects of guidance scale during both inversion and reconstitution for an
image of the fern scene (resp. playground scene) with the prompt "a DSLR picture of a big fern in
a hall" (resp. "a DSLR photo of a playground, outdoor, sunny"). Low-high means that low guidance
(v = 1.0) was applied during the forward inversion process and high guidance (v = 7.5) during the
reverse reconstruction process.

renormalization, contextualized residual text embeddings and cross-attention map regularizations).

6.2 DDIM inversion & null-text optimization

As we presented above, Textual Inversion comes with significant challenges that are inherent to its
conditioning capacity: the text embeddings are only fed through cross-attention in a coarse-grained
manner and have to be robust to multiple appearance augmentations. As such they can only capture
concepts in a rather global manner. We thus propose, in this paragraph, to explore another direction,
namely DDIM inversion, to better align the reconstruction thanks to the partial estimate of the scene
that we might already have from an out-of-distribution viewpoint. DDIM inversion [94] builds on the
ODE formulation of equation and the observation that, up to the (non-negligible) accumulated error
over the sampling trajectories, DDIM defines a one-to-one mapping between the latent zp ~ N(0, I) and
the original image zp ~ p(z). In other words, from an image zp, we can reverse equation and recover
the corresponding latent. In the original publication, Song et al. [94] show that spherical interpolations of
different zp latents give consistent generated images. Unfortunately, as highlighted by follow-up works [73],
[130], both DDIM inversion and its corresponding interpolation does not perform well in the context of
large-scale diffusion models for which modes of the data appear to be more entangled.

One direct consequence of the previous observation is that, at high-guidance, DDIM inversion performs
badly as it steers the trajectories away from actual modes of the data and introduces a significant amount
of error following the large ill-conditioned steps of classifier-free guidance. As shown in Fig. using
high-guidance for inversion (and reconstruction) results in poor reconstruction of the inverted image. On
the other hand, low-guidance inversion yields a moderately faithful reconstruction (Fig. but poor
editability. Using high-guidance during the reverse process boosts edits but at the cost of reconstruction
faithfulness. Inspired by the pivotal tuning approach introduced for GANs [86], Null-text inversion [67]
proposes to leverage the stability and reconstruction power of low-guidance inversion by first inverting
the source image zp at low-guidance yielding a pivot trajectory zo = 23, 27, ..., 27 and then progressively
optimizing unconditional embeddings ((Z)t)te[l,T for each time step in equation in a contiguous way
starting from (1 all the way down to (};. In Fig.h we show how according to this scheme, the optimized
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Figure 6.5: We show how the optimized null-text embeddings progressively deviate from the vanilla
ones on two images extracted from the fern and playground scenes of the LLFF dataset. Note how the
similarity starts to deviate once we leave the coarse stage where only the layout of the image is being
formed.

(a) Original image (b) Low guidance inversion (c) Inversion with null-text
optimization

Figure 6.6: We investigate the benefits of null-text optimization compared to vanilla low-guidance
inversion (b). (c) shows that null-text optimization allows to faithfully recover more details of the input
image. Note that we used similar prompts as Fig. [6.4]
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(b) Conditioning depth  (c) Reconstructions
from the inversion with
optimized null-text embed-
dings

Figure 6.7: In an attempt to leverage null-text optimization across novel viewpoints, we optimize a
sequence of null-text embeddings on an initial image (a) conditioned on depth using ControlNet (top of
(b)). This yields a particularly good reconstruction for the original image (top of (c)) but fails to produce
a satisfactory reconstruction (bottom of (c¢)) when conditioned on a novel depth map (bottom of (b)).

null-text embeddings progressively deviate from the original null-text embedding () as a function of ¢.
Note especially how the similarity drops around 15 steps. This hints at the fact that differentiating
perceptual details (which we wish to recover) start being injected at this stage during sampling. This
corroborates recent findings on the different stages of the image formation process which we try to plot
on Fig. coarse/layout, content/semantic and fine/detail stages. All things considered, optimizing the
unconditional embedding allows to overfit the corresponding appearance thus resulting in a more faithful
reconstruction as shown in Fig.

In practice, the optimized (mt)teh,T] are used to steer conditional editing of real images (using another
editing prompt and techniques such as Prompt-to-Prompt [36]) while preserving their original appearance.
However, this is not what we want to achieve in this project. We initially hypothesized that these
unconditional embeddings when used with the depth conditioned variant of Stable Diffusion would be
robust to the task of synthesizing new views by conditioning on depth estimates from close, yet different,
viewpoints. Unfortunately, as shown in Fig. [6.7] this resulted in poorly satisfying and diverging results.
We suggest that this is due to the strong connections between the optimized null-text embeddings and
their seeding latent. To justify this, we propose to jointly optimize a set of embeddings ((Z)t)te[l,T} for a
batch of 5 images from close viewpoints. Fig.[6.10/shows that this does not converge which we hypothesize
is due to two complementary points: 1. inversion trajectories (and thus the resulting latents) are highly
decorrelated from one viewpoint to another (which makes sense considering the restricted domains of
invariances of CNNs), 2. optimizing null-text embeddings is yet another overfitting approach where
degrees of freedom are simply provided though the text-conditioning channels of diffusion models. To
justify the first point, we proceed to a simple additional experiment. In Fig.[6.8] we show how various
corruptions in an image translate in deviations in the inversion trajectories. If image-space corruptions
behave quite well (sometimes even improving the similarity when inverting!), geometric ones result in a
significant decorrelation and, as highlighted in Fig. [6.9] this degradation drops very quickly. Note that
for the latter, we also experimented with equivariant transformations in the latent space but observed
no significant improvement. Regarding the second point, we invite the reader to look at line (6) of
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Figure 6.8: Starting from the initial image (a), we proceed to various corruptions/augmentations (from
top to bottom: colorjittering, rotations, scaling) (b) and plot the cosine similarity between the original
noise estimate and the corrupted ones during the inversion of both the original and corrupted images (c)

1.041 W 1.0 A [ ]
I
i :
0.8- 08 i
L i
z L z i
8061 | & 0.6 !
€ € [ ]
E . E .
2 : 2 i
5041 = -z 0.4 H
] \ o 1
= 1 v 1
0.2 *\ 0.2 lII
. iy J
" e
0.0 -y - --E-—-—_ . ————— - 00 w---m--—N--# -5 -5 g5 "N
0 5 10 15 20 25 0.2 0.4 0.6 0.8 1.0
rotation angle (in degree) scaling factor
(a) Rotation (b) Scaling

Figure 6.9: Using the same methodology as Fig. we report the cosine similarity betwen the final
inverted latent zp in the original image and the corrupted one as a function of the scale of corruptions
(i.e., either angle or scaling factor). Consistently with the domain of invariances of CNN, this breaks
completely and very rapidly and suggests why null-text optimization is not robust to batched optimization
and varying conditioning from different viewpoints.
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(a) Reference sample image (b) Reconstruction 1 (c¢) Reconstruction 2 (d) Reconstruction 3
from the training batch

Figure 6.10: Starting from a batch of nearby viewpoints among which (a) is an example, we jointly
optimize null-text embeddings on the whole batch. (b-¢) show some of the completely corrupted resulting
inversions.

algorithm [2] in Appendix [C| and the gradient update to obtain @); from @;_;. We can easily picture that
this gradient will fluctuate across different trajectories (especially further down in the schedule, i.e. close
to (1, as shown in Fig. and thus will produce poorly exploitable embeddings.

6.3 Feature-guided conditioning

Adapter-based conditioning. Using adapters to condition generation with other signals works par-
ticularly well, especially with ControlNet [129]. Unfortunately, as these adapters are only regressed to
generate images given (out-of-context) depth maps, multi-view consistency is far from satisfied. In other
words, a slight change in camera viewpoint or a different starting latent zp ~ N(0, I) lead to a completely
different generated image. Fig. [6.11] shows some examples of renderings generated using ControlNet on
Stable Diffusion with depth maps obtained from a pre-trained NeRF and with a specialized token learned
by disentangled TI as described in paragraph [6.1] These results suggest that we need to inject semantic
and conceptual priors both at finer granularities and in a more geometrically-consistent way. One way of
proceeding could be to train diffusion models that are explicitly conditioned on pose [I1] or that use more
complex geometric priors such as "epipolar attentions" [I05]. However, as we stated in our introduction,
this requires to have correspondingly labelled data and deviates from the constraints of the project as it
implies training a new specialized model.

We thus explore a more "accessible" and "hacky" way of conditioning generation during sampling
and propose to focus directly on the internal representations of diffusion models, namely feature maps.
Following the recent trends in diffusion-based editing, we start with coarser features, namely cross-
attention map, and progressively move towards more expressive, yet sensitive, feature maps (self-attention
maps and raw residual feature maps). As the landscape of feature-map extraction, manipulation and
injection is (already) relatively complex, we propose in appendix [B| a survey of the existing approaches
by the time this report was submitted.

Cross-attention maps. Prompi-to-Prompt [36] recently showed that, during text-conditioned image
generation, cross-attention maps are spatially correlated to the token they correspond to. We show some
examples in Fig where we can see that the cross-attention maps attend (roughly) to the regions of
the image where the corresponding tokens will eventually be generated. Hertz et al. [36] thus propose to
build on this observation to edit a T2I-generated image by either manipulating the prompt and/or the
cross-attention maps while preserving the original composition and structure. Motivated by this work,
we decided to experiment with this signal to sample new views from a partial NeRF scene. Yet a major
challenge abode: how can we lift this 2D prior in 3D? Inspired by our experiments with feature fields, we
proposed to learn multiple feature fields corresponding to the cross-attention maps.

To do so, we start by providing a prompt describing the scene (e.g. "a picture of a bouquet on a table
in a living room" or with textual inversion, "a picture of a < S, > on a table in a living room"), we
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(a) Reference RGB (b) Conditioning depth (c) Generated image

Figure 6.11: Conditioning the sampling process from depth maps (b) using ControlNet, even with a
properly optimized token, produces results that are far from faithful and hardly multi-view consistent.
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ref <a> <picture> <of> <an> <astronaut> <riding> <a> <horse>

ref <a> <picture> <of> <an> <astronaut> <riding> <a> <horse>

ref <a> <photo> <of> <a> <fox>

ref <a> <photo> <of> <a> <fox>

(d)

Figure 6.12: Examples of cross-attention maps extracted during sampling on both Stable Diffusion (a,
c) and DeepFloyd IF (b, d). In all examples, the cross-attention maps were taken from the upsampling
part of the U-Net and averaged over all heads of the corresponding layer. For DeepFloyd IF, we show
only maps from the first stage, and we used the soft-thresholding operation of self-guidance diffusion [24]
(described in Appendix [B]) in order to obtain cleaner maps.
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Figure 6.13: We apply the same methodology as Fig. but instead of focusing on a single timestep
t, we show the evolution of one of the cross-attention maps of the "<astronaut>" token for both Stable
Diffusion (a) and DeepFloyd IF (b)

Figure 6.14: We train multiple feature fields for the cross-attention maps (across multiple heads and layers)
corresponding to object tokens on the bouguet and teddy. As can be seen from the NeRF renderings above,
our distilled cross-attention maps are 3D consistent with the underlying geometry and layout of the target
objects. In other words, we observe that contrary to the perceptual latent features described in chapter [4]
cross-attention maps are more amenable to the distillation process.
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(a) NeRF RGB estimate  (b) NeRF depth estimate (c) Reconstruction without (d) Reconstruction with the
the cross-attention maps cross-attention maps

Figure 6.15: We use our NeRF distilled cross-attention maps to condition sampling from Stable Diffusion.
Solely conditioning on depth (b) using ControlNet and an optimized token yields a rather out-of-
distribution appearance (c¢). On the other hand, injecting the cross-attention maps (d) enables a more
faithful reconstruction. Note how the colors of the flowers and the per-flower specificities are partially
recovered.

use DDIM inversion (at low-guidance!) and extract the cross-attention maps for the relevant tokens (e.g.
< bouquet >, < S, >, < table >) using the forward inversion-based scheme described in Appendix .
Building on the existing implementation of LERF' [45] in the general-purpose framework Nerfstudio [99],
we learn multiple feature fields associated to each head of multiple cross-attention layers. Note that it
would have been too expensive to train one feature field branch for every token, for every head, for every
cross-attention layer and at each time-step ¢ € [1,T] of DDIM sampling (usually 50 steps). Fortunately,
we observe in Fig. that cross-attention maps are consistent across multiple time-steps (except late in
the schedule where they are too noisy). We thus, select a subset of the noise schedule, namely [0, 700] and
average temporally the corresponding maps. The resulting maps are then distilled in 3D using volume
rendering guided by the fixed density of the RGB pre-trained NeRF. As attention maps are relatively
low-resolution, we add an additional gaussian smoothing operation when rendering them to avoid aliasing.
Surprisingly, this overall approach turned out be successful. As highlighted in Fig. and contrary to
the perceptually-compressed latent space of Stable Diffusion, this signal is robust enough so that we can
learn a 3D distilled version of it. Beyond the scope of this project, this result is to be put into perspective
with recent attempts to learn semantic correspondences [127, [101], [60, [35] or segmentation maps [123] by
using internal representations of diffusion models.

With these 3D attention maps at our disposal, we use them along with our disentangled token
optimized as described in section More precisely, we recover a partial depth estimate from our
pre-trained NeRF, render the cross-attention maps across all heads for the relevant channels and inject
the latter while performing DDIM sampling with depth-conditioning with ControlNet. As shown on
Fig[6.15] using the cross-attention maps helps in disentangling the concept from the rest of the scene and
with the help of the specialized token seems to enable the synthesis of consistent flowers (which ControlNet
cannot by default as it only hallucinates the depth), thus allowing a more faithful reconstruction. Note
that, as suggested in previous works such as Asyrp [b0], we found it beneficial to inject noise during
DDIM sampling as illustrated in Fig. Still, as nothing is done in that direction, we do not recover
the background correctly. Additionally, this process remains very stochastic and simply choosing another
starting latent zp ~ N(0,I) produces completely different results for the same conditioning.
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Figure 6.16: Adding some amount of noise 7 € [0, 1] during DDIM sampling produces smoother and more
realistic results when injecting our distilled cross-attention maps. We hypothesize that this helps relax
the error that is progressively accumulated during DDIM sampling due to the misalignment between the
injected cross-attention maps and the singular novel trajectory we synthesize.

m

(a) Reference (b) ié%) (c) qﬂ)ll) (d) Reference (e) 5(31 (f) qg)l
Figure 6.17: We investigate the internal representations of several layers of Stable Diffusion by performing
a PCA on their corresponding feature maps. Note how the directions are clearly related to objects or
parts. (b, ¢) (resp. (e, f)) were obtained by performing DDIM inversion (i.e., reverse inversion-based as
defined in Appendix on an extract (a) (resp. (d)) of the bouquet (resp. teddy) scene.

Self-attention maps and raw feature maps. The two partial conclusions above highlight the
too weak and concept-level conditioning that cross-attention provides us with. Differently put, it can
hardly do better than Teztual Inversion as it is inherently functionally bounded by "which token to
inject at which location in the generated image". This claim is to be slightly qualified though, especially
considering that multiple cross-attention maps are injected per-head and thus allow sub-concepts to be
expressed. This might explain why we are able to recover flowers with consistent colors and appearance
in Fig. |6.15] Yet, this invites us to consider a stronger conditioning signal. Prompt-to-Prompt [36]
already hinted at the use of self-attention maps to recover the appearance in addition to the structure
but found it complicated to solve side effects such as the "appearance leakage" between the edited object
and its background when manipulating the former. Further works have mitigated this effect by carefully
choosing which layers to inject [L06] 24] and masking the injected self-attention using mask derived from
thresholded cross-attention [g].

Attracted by the surprisingly convincing results of these efforts, we explore their approaches. Un-
fortunately, in our specific novel view synthesis case, we face additional challenges. First, these features
are very expressive and thus highly view-correlated which precludes distilling them within a NeRF. To
justify this argument, we turn to the structure of the residual blocks of Stable Diffusion and the more
recent DeepFloyd IF. For the former each block is made of a residual layer followed by a self-attention
layer and a cross-attention layer, whereas for the latter the self-attention and cross-attention are fused.
Note that for DeepFloyd IF, this description is the result of our exploration of the provided codebase as
its descriptive paper has not been released yet. From this, it seems unclear why injecting raw activated

feature maps ft(l) should even work as they correspond to residual features in the ResNet blocks of the
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(a) Residual ft(l) feature maps (b) Self-attention qt(l) query maps

Figure 6.18: Analyzing the feature maps within different blocks of the U-Net of DeepFloyd IF exposes the
different types of representations that the network builds. Note that similarly to cross-attention maps,
we observe a good temporal consistency of these feature maps. The image in the first row was generated
from the prompt "a teddy bear on a skateboard in times square" while the second row was obtained by
performing the noise-based feature extraction technique described in Appendix |E|

(a) fié%) on a subset of (b) qi(lﬁ) on a subset of (c) figi on a subset of teddy (d) qi%)l on a subset of teddy
bouquet bouquet

Figure 6.19: To evaluate the genericity of internal feature maps, we propose to run a PCA jointly on
several images from multiple viewpoints. We observe that across all layers, this yields (perceptually)
consistent "segments".
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U-Net. One explanation might be that they are injected early during DDIM sampling starting from the
same seed latent zp ~ N(0, I) sampled "at random" when performing T2I generation or resulting from
the inversion process when using real images. As a consequence, it builds on the assumption that DDIM
sampling trajectories can be correlated early during the integration. However, as we observed when
prototyping and as we shall expose further down, constraining the trajectories too long or too strongly
makes the sampling process diverge and collapse in inconsistent modes. This is to connect with the
theory behind DDIM inversion: it is an approximation and each integration step introduces an amount
of error which is propagated down the whole trajectory. We start by doing PCA on activated feature
maps ftm and projected key k:gl) and query qt@ self-attention feature maps across different layers of the
U-Net of both Stable Diffusion and DeepFloyd IF. Fig. shows different feature maps (residual and
self-attention) extracted from Stable Diffusion at different layers and timesteps. Furthermore, Fig.
suggests that different layers carry different types of information, namely deeper layers seem to capture
semantic concepts while extreme layers (both the encoder and decoder of the U-Net) capture finer
appearance details which justify their recent use to regularize appearances |24, [106]. However, as we
wish to "resample" these features from other viewpoints, we must ensure that, to a certain degree, they
are consistent across multiple views. Fig. shows that performing a joint PCA on features from 4
different viewpoints yields the same principal directions as a single PCA thus suggesting that they are
robust in a multi-view consistent manner.

The second challenge, and not the least, relies on the ability to actually re-inject them when sampling
from a new viewpoint. As we highlighted that these features are tied to a specific viewpoint, the
key difficulty resides in the choice of the transformed latent. To investigate that, we devise a simple
experiment. Rather than modeling complex viewpoint deformations, we start by extracting features in
a reference image, we transform the resulting maps using simple translation/rotation/scaling (the two
last being the most interesting as they go out of the domain of invariance of CNNs), we use a strategy
to choose a new latent (see discussion thereafter) and run DDIM sampling using the transformed feature
maps following the procedure of PnP-Diffusion. Fig. shows that, unsurprisingly, injecting feature
maps with either the original (untransformed) latent or a random one results in completely corrupted
images. This makes sense as, in this case, they are decorrelated and the argument about early injections
and DDIM trajectories given above applies. More interestingly, equivariantly transforming the latent
gives visually plausible results. However, as we push the transformation out of the domain of invariance
of CNNs, this progressively falls apart.

At this stage, we might consider (and we experimented with that too) that last layers may be close to
RGB and thus more robust to non-translational transformations. This is the approach recently taken by
Self-guidance Diffusion |[24]. Unfortunately, in their case, this component is part of a more constrained
setup where additional and more structured regularizations are used, namely positions, shapes and sizes
of objects. This builds on heavy manual preparation and the assumption that the model is able to
disentangle concepts based on the input text prompt. Unfortunately, we observe in many cases that,
for both Stable Diffusion and DeepFloyd IF, this is far from the case. For the former, we suggest that
it is due to the poor compositionality of the CLIP text encoder [126] while for the latter, despite the
use of a large Th encoder analogous to Imagen, we hypothesize that it might be a side effect of the
hybrid self-attention/cross-attention mechanism that they introduced. Such visual binding failure cases
have recently been investigated [80] 26], but the proposed mending techniques are often complex to carry
out.

In conclusion, manipulating feature maps requires to explore a very complicated optimization landscape.
Furthermore, it often requires a lot of manual pre-processing, fine-tuning and engineering. In other
words, there is no general recipel As a consequence, it seems difficult to apply it directly to our
"neural extrapolations" efforts. Note that we provide in appendix [B] additional insights regarding feature
extraction on real images, inversion and feature-guided guidance.
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Translation

Rotation (20 degree)

(a) Reference (b) Random latent (c) Initial inverted (d) Transformed (e) Transformed and
latent  transformed reference with re- corrupted reference
equivariantly inversion with re-inversion

Figure 6.20: With the extracted features as described in this section, we proceed to a re-injection process
after performing a transformation (top row translation, bottom row: rotation) of the corresponding feature
maps. The main challenge lies in the choice of the latent to use: (b) using a random latent doesn’t take
into account the residual nature of these feature, (c) performing an equivariant transformation of the
latent works for transformations in the domain of invariance of CNN (namely translation) but does not
generalize to rotations, (d) shows, as a sanity check (thus not realistic!), that inverting the equivariantly
transformed original image and using the corresponding latent with the injected transformed feature maps
faithfully recovers the image (suggesting that there is a good alignment and no obvious interferences), (e)
extends (d) by corrupting the transformed image that is to be inverted and shows that feature maps can
help recover some of the missed details but this becomes more limited when performing more aggressive
transformations (e.g. rotations).
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Chapter 7

Conclusion and discussions

Throughout this project, we investigated large-scale diffusion models and tried to lift the powerful 2D
representations that they seem to capture in order to perform "neural extrapolations" within partial NeRF
reconstructions. To do so, we decided to rely on two recently released models, namely Stable Diffusion
and DeepFloyd IF. This task proved to be particularly arduous due to the intrinsic parameterizations and
limitations of such models.

Indeed, we can summarize the challenges we faced into three main categories:

e At the time we write this report, large-scale diffusion models essentially build on a directed tezt-to-
image cross-modality. Of course, recent works (e.g. ControlNet) have proposed to provide control
through additional signals but they still require a text prompt to guide the entire process. This
entails that they model the data manifold as a function of text and sampling a specific distribution
can hardly be achieved in a 2D manner, let alone a 3D multi-view consistent way. As we observed
throughout our experiments with Teztual Inversion and (null-text) DDIM inversion, bridging the
text-2D gap still relies heavily on the ability of the prompt to capture the context and concepts
of the scene thus highlighting the critical underlying information bottleneck. Overfitting may be a
sample-wise solution (see our results with null-text inversion) but comes at the cost of generalization
which is central to the task we sought to tackle.

e By investigating multiple optimization strategies, we observed that diffusion models have a strong
bias to model data close to their training data. This observation, of course, is not surprising as
they are formally trained to approximate the score of the underlying probability distribution, thus
recovering more accurately majority modes while neglecting long tail minority samples. This makes
the above-mentioned task particularly challenging. More practically, this explains why trying to
learn visual representations close to a specific scene is particularly complicated, either by inversion
or through score distillation, as the optimization landscape is intractably unstable when it comes
to these out-of-distribution representations. Score distillation also sheds light on the dependency
on the "cleanliness" and disentanglement of the modelled data. Put differently, as the training
corpus gets larger, diffusion models have a tendency to "mix" the different modes of the data, thus
making the task of recovering a specific representation within their parameterization challenging, if
not impossible.

e Last but not least, we observe by breaking down their internal activations (e.g. attention maps,
feature maps, etc.) that these models build impressive geometrically and semantically-aware re-
presentations in a 2D manner. However, the latter seem to remain limited to a purely text-
based conceptualization of geometry and semantic. Furthermore, their intrinsic convolutional
parameterization, well-suited to the task of learning structure from 2D data, comes as a severe
obstacle when trying to move to the 3D realm.

The question then becomes: what should we do then? Does it mean we need to directly learn 3D
priors from data that might be very expensive to collect? We argue in favor of an intermediate solution
that builds on recent observations between pre-training, generalization and geometrical priors. The fact
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that large-scale diffusion models are biased towards their training corpus and modality does not mean
that they don’t build generic priors at both coarse and fine levels of granularity, on the contrary. The key
difficulty resides in finding a way to steer the latter towards the specific distribution of a given 3D scene.
To this extent, we suggest drawing inspiration from recent energy-based frameworks [124] that propose
to adapt the probabilistic prior of large pre-trained models by using smaller adapter models trained on a
specific target domain, which for us would be the representations of a target scene or a small set of target
scenes. This, of course, presupposes to keep the dependency on text but, contrary to these work and in
light of the success of pose-guided T2I models [105], nothing prevents these small probabilistic adapters
from being solely or additionally conditioned on geometrical signals. In other words, this would allow us
to leverage the "global" priors of large-scale models as powerful generative regularizers while following
the per-scene distributions acquired through the training of these adapters. To whomever read this report
and would be interested in further investigating this direction, our door and minds are open...
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Appendix A

Stable Diffusion & DeepFloyd IF

In this chapter, we further review the internal specificities of the two models that we used in our
experiments, namely Stable Diffusion and DeepFloyd IF.

A.1 Stable Diffusion

VAE. As jointly training the auto-encoder and the diffusion U-Net is particularly ill-defined and thus
intractable. LDM [87] advocates the use of a two-stage training scheme where the VAE is first trained as
a latent variable model and the diffusion model is then trained in the resulting representation space. The
corresponding VAE is directly adapted from VQGAN [25] and is made of stacked convolutional residual
blocks with downsampling (resp. upsampling) blocks for the encoder (resp. decoder). As a consequence,
the latent space conserves a 2D layout, which makes it amenable to manipulations like the ones we
introduce in chapter In practice, this latent space has a lower resolution (downsampled 4 times in
most available implementations and thus yields 64 x 64 images) and a different number of channels (4
in commonly used implementations). To learn a perceptually compressive latent space, LDM builds
again on VQGAN and, in addition to a perceptual reconstruction loss (with LPIPS), uses an adversarial
loss where a patch-based discriminator is optimized to discriminate the reconstructions. Additionally,
they propose two different regularizations: the first is a rather standard KL-divergence term to force
the learned distribution to stay close to a standard zero-mean gaussian [47], the second is an adaptation
of the vector quantization scheme introduced in VQGAN which constructs a large discrete codebook of
latent vectors.

U-Net. The U-Net architecture introduced by LDM [87] builds on the standard U-Net architecture
by stacking residual blocks where each encoder block is augmented by a self-attention layer followed by
a cross-attention layer. Note that as already discussed in section [3.4 Stable Diffusion implements 6
encoding/downsampling blocks, 1 bottleneck block and 9 decoding/upsampling blocks.

A.2 DeepFloyd IF

While implementing the experiments of chapter [6] on the HuggingFace implementation of the model, we
observed that it is mostly a standard cascaded diffusion model [38] (i.e. similar to imagen [91]). However,
it uses a fused self-attention and cross-attention mechanism. We hypothesize that this was made to restrict
the number of weights of the model and thus make it more accessible while retaining the advantages of
both mechanisms. Yet, as highlighted in section we noticed that it is particularly subject to "visual
binding" failure and "concept leakage". This choice of implementation might be partially responsible for
that. Finally, contrary to imagen, DeepFloyd’s super-resolution models do implement self-attention, but
in a fused way as discussed earlier.
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Appendix B

Feature injection: a short survey &
discussions

In the following, we denote as feature maps any of cross-attention maps, self-attention maps and residual
feature maps. Tab. summarizes the methods we describe below in related works.

Extracting features. When performing text-to-image sampling, it is direct that feature maps are
to be extracted at each step of ancestral sampling i.e., when evaluating €y(z;t) at line (4) of algorithm
[[ However, when dealing with real images, it is more ambiguous how these should be extracted. We
identify three strategies:

e "forward inversion-based": the feature maps are extracted during the inverse process of DDIM
inversion i.e., from zg to zp.

e "reverse inversion-based": the feature maps are extracted during the reverse reconstruction following
DDIM inversion i.e., from zr to Z9. This is the approach taken by PnP-Diffusion [106].

e "noise-based" where the features do not depend on the trajectory. More precisely, for each t € [1,T],
we draw 2z = /atzo + o064 where ¢ ~ N(0,I). Note that considering our discussions on the
relationship between the DDIM inversion trajectory and the residual nature of raw feature maps,
this approach can only work if we consider an entirely decorrelated injection strategy i.e., relying on
pure DDPM sampling! We provide additional insights on that in the following DDPM inversion
paragraph.

Manipulating features. After their extraction, features are sometimes post-processed to either
"clean" them or produce lower-dimensional properties that can later be constrained (see paragraph
Injecting features):

e Cross-attention maps are often binarized to produce masks that will help disentangle an object
from its background when performing edits or injecting other feature maps [8]. This can usually
be performed naively using a hard thresholding operation. However, as suggested by self-guidance
diffusion, it might be beneficial to rather apply a soft-thresholding operation to steer apart noisy
intermediate values:

A'hres — normalize(sigmoid(s - normalize(A) — 0.5))

X — miny, ,,(X) (B.1)
maxp, ., (X) — ming, ,,(X)

where normalize(X) =

Note that we applied this operation for the cross-attention maps extracted from DeepFloyd IF in
Fig. and Fig. (we used s = 10 as suggested originally in the paper too).

e When edited, cross-attention maps can be either clipped [36], renormalized [29)] or filtered [12].

o Self-guidance diffusion [24] also suggested the use of cross-attention maps to compute more general
concept-centric (and thus token-centric) properties like a "center of mass" or size. Let k be a target
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Paper Model Layers Injection Injection method Post-processing
schedule
Prompt-to- imagen all cross-attention maps early direct injection values clipped when
Prompt [36] schedule scaling
Attend-and-  Stable 16 x 16 cross-attention ¢ € [25,50] guidance-based to  gaussian filter
Ezcite [12) Diffusion  maps for produce minimal per-
DDIM (50) token activation
Layout Stable bottleneck and early ¢ € [40,50] both direct and renormalization
Control [14]  Diffusion  upsampling blocks for guidance-based injection  implicitly specified
cross-attention maps DDIM(50) by the guidance energy
formulation
Rich Stable all cross-attention maps unclear direct and guidance- renormalization
Text-to- Diffusion  except the first encoder based depending on the
Image [29] and last decoder blocks types of edits
Spatial- Stable all cross-attention maps  entire mixed injection with
Temporal Diffusion schedule optimized blending
Attention [119] weights using a CLIP-
based loss
MasaCirl [8]  Stable projected self-attention entire direct injection with
Diffusion  key and value feature schedule foreground/background
maps of bottleneck and except early masking to avoid leakage
early upsampling blocks  steps
PnP- Stable bottleneck raw residual ¢ € [25,50] direct injection
Diffusion [106] Diffusion  feature maps and early for
upsampling feature DDIM(50)
maps
Self- imagen raw residual feature early guidance-based multiple regularization
guidance maps of the penultimate schedule on per-object properties
diffusion [24) upsampling layer and then
alternating
between
injection/no
injection

Table B.1: Summary of the feature injection strategies in related works
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token and Ap, ,, 1, be the value of pixel h,w in the corresponding cross-attention map at an arbitrary
layer [, these two properties can be approximated as follows. Note that, for clarity, we omit the
timestep index ¢ and channels ¢ in the previous equation; for the latter, in practice we sum over all
channels and the renormalization step in the following equation takes care of the rest.

. 1 z w - Ah w k:|
centroid(k) = —=——— h.w ” B.2
(%) D Anw l:zh,wh°Ah,w,k‘ (B2)
. 1
size(k) = oW hE W Apw (B.3)

Unfortunately, when prototyping with DeepFloyd IF, we were not able to properly disentangle
objects because its cross-attention maps tend to be noisy or bound to unwanted concepts as discussed
earlier in section 6.3

Injecting features. Once extracted, there exists three main strategies for re-injecting feature
maps:

e A direct approach where the feature maps are simply replaced at specific steps of the reverse
sampling process |36l [106]. As we observed throughout our experiments, this is particularly unstable
as it doesn’t account for the error and misalignment throughout the sampling trajectory. In other
words, with DDIM sampling, it works well in early stages but if used too long, it will eventually
diverge. This is particularly critical as, in our case, we were not only interested in recovering
the layout and shapes of images but also their appearance. However, as highlighted by multiple
works [17, 50], later stages of the noise schedule are mostly responsible for the generation of the
latter properties. This justifies the use of smoother mechanisms.

e A mized approach where cross-attention maps are blended in a weighted fashion. Note that the
corresponding blending weights can smoothly be optimized using for example a per-object CLIP-
based loss as done in Spatial- Temporal Attention [119].

e A guidance-based approach where a loss or energy is defined in order to smoothly force the feature
maps generated during sampling to match extracted, post-processed and potentially edited ones.
More precisely, equation provides a general framework for that approach which can be seen
as a form of implicit regularization. In practice, this can be done either explicitly on a per-pixel
basis with a L2 loss [29] or L1 loss [24], using more heuristic energies [14] or by taking into account
per-token overall activations [I2] or interactions in-between tokens [80]. Note that as suggested
by Universal Guidance [3], it may be beneficial to break per-step updates into multiple projection
sub-steps in a similar fashion as the re-noise/denoise operation originally proposed for inpainting
in RePaint [58] or using Monte Carlo approximations [95].

Furthermore, another key design choice is the schedule of the injection. In other words, most methods use
dense and early injection intervals while some add relaxed injection schedules in a dropout fashion [24].

DDPM inversion & self-guidance. At this stage, we remained rather elusive regarding the
inversion process used to perform feature injection as, a priori, it seems obvious that feature maps are
particularly connected to a specific inverted trajectory, either when sampling from text and thereafter
editing, or when performing DDIM inversion from a real image. However, a recent work has shown
that we can actually leverage DDPM and the correlations between noise vectors injected at each step to
perform another form of inversion [37]. This is particularly interesting because it addresses a problem
that we pointed out multiple times in this report: DDIM sampling and inversion are particularly sensitive
to divergence! On the other hand, by building on DDPM and stochasticity, we can prevent dramatic
"mode collapse" (when DDIM diverges it is not a real mode collapse though...). Unsurprisingly and
concurrently, self-guidance diffusion [24] has recently built on the idea of completely getting read of
the inversion formulation to perform edits that are still highly consistent in appearance. Intuitively, we
interprete its success as a carefully tuned regression/regularization approach: sampling is conditioned
solely via energy/gradient based guidance on both global properties (e.g. position, shape, size, etc.) and
appearance properties (penultimate feature maps). The latter act as a powerful way to steer the sampling
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process towards a target 2D appearance in a "bottleneck" fashion. However, doing so via pure gradient-
based guidance, the denoising network can fully navigate the space of possible representations through
DDPM without hard constraints and thus "deadlocking". Note that the fact that the chosen feature
maps are the penultimate ones is central to avoid the invariance "locking"” problem we faced several times
throughout this project: these feature maps can be seen as almost (or an augmented version of) RGB
colors and are thus potentially more robust to deformations.
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Appendix C

Additional derivations & algorithms

C.1 Null-text optimization

Algorithm 2 Null-text optimization

1: Perform DDIM inversion at low-guidance (y = 1.0) and collect 2, ..., 25
2: Set the guidance to a higher value (e.g. v = 7.5)
3: Initialize zp + Z;, @T — 0
4: for t=T,..., 1 do

5: for j=0,..., N-1 do
6 O = 0c = nVollzi_y — 2e—1(Z: 0, 0|13
7 end for

8 Zi—1 < 2e—1(Z, 0, ¢), 0p—1 < Oy

9: end for

10: return z; (0:)7_,

where z;_1(Z; 0, ¢) = ,/a:;tl <z + <\/ Ll _1- \/O% - 1) - €g(2¢; 0, ¢) and

Qr—1

€o(2e; 0, c) = eg(zt;t, 0) + v [eg(2t3t, ¢) — €g(2t3 L, 0y)]
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